**Principal component analysis (PCA)**

Machine Learning algorithms give their best performance when the training dataset is large and concise. Though huge amount of data is the backbone of any predictive model, using such a large data set has its own pitfalls – the biggest one being the curse of dimensionality.

In a large dimensional dataset, there may exist many redundant features or multiple inconsistencies in the features. This not only increases the computation time but also makes data processing. and exploratory analysis more convoluted. To overcome these issues, we perform dimensionality reduction techniques to filter only a limited set of significant features needed for training the model.

Principal components analysis is a dimensionality reduction technique that identifies correlations and patterns in a data set to transform it to a significantly lower dimension data set without losing any important information. It is usually performed to solve complex data-driven problems having very high number of dimensions. Follow the steps given below to perform dimensionality reduction using PCA:

Step 1: Standardize the data.

Step 2: Calculate the covariance matrix.

Step 3: Compute the eigenvectors and eigenvalues.

Step 4: Identify the Principal Components.

Step 5: Reduce the dimensions of the dataset.

Step 1: To standardize data, we need to scale the data in such a way that values of all the variables lie within a similar range. For example, if there are two variables – one having values ranging between 100 and 1000, and the other having values from just 10 to 100. In such a scenario, the output produced using these predictor variables will be highly biased. Variable with a larger range will impact the outcome in a bigger way. Therefore, data must be standardized into a comparable range. This is done by subtracting each value in the data from the mean and dividing it by the overall deviation in the dataset as given below.
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Step 2: To identify the correlation and dependencies among the features in the data set. This

step is essential because strongly dependent variables contain biased and redundant information thereby affecting the overall performance of the model. Mathematically, a covariance matrix is a p × p matrix, where p is the number of dimensions in the data set.

Each entry in the matrix represents the covariance of the corresponding variables. We

can visualize the covariance matrix for variables a and b as,
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Description automatically generated](data:image/png;base64,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)

Note that,

* Cov(a, a) is the covariance of a variable with itself.
* Cov(a, b) is the covariance of the variable ‘a’ with respect to the variable ‘b’.
* Cov(a, b) = Cov(b, a)
* If Cov(a,b) < 0, the respective variables are indirectly proportional to each other.
* If Cov(a,b) > 0, the respective variables are directly proportional to each other.

Step 3: Find the covariance matrix to determine the principal components of the dataset.

Remember that Principal Components are the new set of variables that are obtained from

the initial set of variables. These variables are highly significant and independent of each other. Principal components compress and possess most of the useful information that was scattered among the initial variables. For example, if the data set has 5 dimensions, then 5 principal components are computed in such a way that the first principal component stores the maximum possible information, the second stores the remaining maximum information, so on and so forth. Eigenvectors and eigenvalues are always computed as a pair. This means that for every eigenvector there is an eigenvalue. Number of eigenvectors depends on the number of dimensions in the data. For example, in a 2-dimensional dataset, two eigenvectors are computed. By looking at the Covariance matrix, we need to understand where in the data their maximum variance is. More variance gives more information about the data. Thus, eigenvectors and eigenvalues will then be used to compute the Principal Components of the dataset.

Step 4: After computing the Eigenvectors and eigenvalues, we need to arrange these in the

descending order because the eigenvector with the highest eigenvalue is the most significant and thus forms the first principal component. The principal components of lesser significances can be removed in order to reduce the dimensions of the data. Finally, a feature matrix containing all the significant data variables that possess maximum information about the data is created.

Step 5: The last step in the PCA technique is to reduce the dimensions of the data set. This is

done by re-arranging the original data with the final principal components having maximum and the most significant information of the data set. To replace the original data axis with the newly formed Principal Components, we need to multiply the transpose of the original data set by the transpose of the obtained feature vector.Technically, PCA can be explained as given below.

PCA reduces dimensions of data by projecting it onto lines drawn through data. Line that goes through the data in the direction of the greatest variance is drawn first. This is calculated by computing the eigenvectors of the covariance matrix.

To represent linear transformation through a matrix, we multiply some data points by the matrix to move around the graph.

The eigenvectors of a linear transformation are the lines where if a data point started on that line, they end on that line, and the eigenvalue says how far they have moved. Thus, eigenvectors talk about the direction of a linear transformation.

A covariance matrix can be used as a linear transformation, and the square root of the covariance matrix of some data will perform a linear transformation that moves Gaussian data points into the shape of our data having the same standard deviations and correlations as the data.

So, the eigenvectors of the square root of the covariance matrix tells us in what direction data

has been smeared away from perfectly normally distributed and the eigenvalues tell us how far. The direction of the smearing is the same as the principal components, and how far our data was smeared tells us which direction has the greatest variance.